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What are we doing?

I We proposed an Ant Colony Optimization (ACO) approach
for optimizing SPARQL queries:

I SPARQL Basic Graph Pattern (i.e. optimizing order of the
triple patterns) is optimized by using ACO

I It is a real time optimization without requiring any prior
knowledge
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SPARQL Query Optimization

I SPARQL (SPARQL Protocol and RDF Query Language) is a
RDF query language and protocol

I Reordering triple patterns is a significant part of low-level
SPARQL query optimization.

I The purpose of reordering triple patterns is to find fastest
(optimum - better) query execution plan

I The plan that returns the result set with minimum execution
time compared to other execution plans.
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SPARQL Query Optimization - Example

I Basic Graph Pattern of a SPARQL query which queries
neighbours of Turkey and also queries import commodities,
industry branches and import partners of these neighbours; is
listed at a.

I Executing the query in a takes 762 ms.

I The reordered triple patterns (b) query takes 163 ms.
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Ant Colony Optimization

I Ant Colony Optimization (ACO) is a paradigm for designing
meta-heuristic algorithms for combinatorial optimization
problems

I It is inspired from the foraging behaviour of ant colonies

Figure source : http://en.wikipedia.org/wiki/Ant colony optimization algorithms
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Ant Colony Optimization

I The original ant colony optimization algorithm, Ant System
(AS) is used for solving the problem.
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Abstraction

I We abstract the Basic
Graph Pattern as a
complete graph.

I Each node represents a
triple pattern and each
edge represents estimated
join cost of connected
nodes.

I This graph is input of Ant
System, which tries to find
optimum triple pattern
order.
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Calculation of Costs

I Join cost of triple patterns is required by the ACO.

I It is based on selectivity
(triple pattern cardinality/ontology triple count) of triple
patterns.

I Calculation of costs (i.e. weights) of complete graph consists
of two steps:

1. Selectivity estimation of triple patterns.
2. Cost calculation of join process.
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Selectivity estimation of triple patterns

I Two techniques for selectivity estimation of triple patterns are
used:

1. Variable Counting for Selectivity Estimation: Based on ranking
components of triple patterns as
sel(Subject) < sel(Object) < sel(Predicate) and classifying
them as bound or unbound.

2. Graph Statistics Handler: GSH provides the most accurate
estimations, but it does not support estimation for triple
patterns that has more than one bound component.
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Cost Calculation of Join Process

I Two different weight finding (i.e. cost calculation) approaches
have been implemented and experimented:

1. Variable Counting for Cost Calculation: Based on ranking join
types, e.g., Subject-Subject, Subject-Object joins.

2. Modified Variable Counting (VC-M) for Cost Calculation: VC
is modified with the aim of meeting the requirements of chain
and chain-star queries. This modification consists of increasing
ranking of Object-Subject joins by doubling its rank.

I To be able to calculate costs for edges, techniques that
discussed above are combined.
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Implementation: GSH and VC

I Selectivity of triple pattern which has only one bound
component is estimated with GSH.

I In other cases VC is used for selectivity estimation.

I After selectivity estimation process, for cost calculation of join
operation VC is used.
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Implementation:GSH for Selectivity Estimation and VC-M
for Cost Calculation

I Selectivity of triple patterns is estimated by using GSH technique.

I If triple pattern has more than one bound component, each bound
component selectivity is calculated with GSH and product of these
selectivities is returned as selectivity of triple pattern.

I For example triple pattern TP1 (c:TU o:border ?tuBorder) has two
bound component.

I To calculate estimated selectivity of this triple pattern;
I selectivity of subject sel(S1) and predicate sel(P1) - bound

components - are obtained from GSH.
I Then selectivity of TP1 is calculated as

sel(TP1) = sel(S1) ∗ sel(P1).

I Afterwards VC-M is applied for cost calculation, to find the weights

of the edges.
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Implementation: Ant System

I After estimating the selectivity of triple patterns and
calculating costs, the cost matrix is composed from obtained
values and fed on to AS.

I At the start, ants are put on randomly chosen nodes.

I Ants decide for the next node using transition formula (eq. 1).
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Implementation: Ant System

Transition formula

pkij =
[τij ]

α[ηij ]
β∑

l∈Nk
i

[τil ]α[ηil ]β
if j ∈ Nk

i (1)

Pheromone deposition formula

τij ← τij +
m∑

k=1

4τkij ∀(i , j) ∈ L (2)

Value of deposited pheromone formula

4τkij =
{
1/C k ,if edge(i ,j) belongs to T k ;
0, otherwise;

(3)
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Implementation: Ant System

I During the algorithm run, the pheromone trails of all edges
are updated:

I after every ant have constructed its tour (local update)
I at the end of the every iteration (global update) when all ants

are constructed their tour.

I This update mechanism is done in two steps:
I First, pheromone values on all edges are decreased by

pheromone evaporation rate (0 < ρ ≤ 1) based on τij ← ρ× τij
formula

I Second, every ant deposits pheromone using formula 2 to the
edges it has visited.
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Experimental Setup

I All experiments are conducted using Java programming
language

I Apache Jena framework with ARQ engine is used for queries

I All experimented queries use target ontologies that are
extracted from CIA The World Factbook Web page.

I There are two ontologies that are stored in memory with total
triple count of 95812.

I Queries have different triple pattern counts: 4, 6, 8, 10, 12
and 14.
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Experimental Setup

I There are 4 different execution types:
I Normal execution (NE) without any optimization
I Algorithm proposed by Stocker et al. (2008) which uses

Variable Counting estimation method (STO-VC)
I Reordered execution which is an optimization included in Jena

(RE)
I AS Execution with variable counting (AS-VC) and AS

execution which uses VC-M method (AS-VC-M) which are
developed for this study
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Experimental Setup - Parameters

I Parameters for AS algorithm are chosen by a preliminary
parameter analysis which is performed by running algorithm
for a fixed query for different values of parameters.

I Every query was run 10 times for every different execution
types and average of timings are calculated and used for
comparison.

Parameter Value
graph size triple pattern count

population size 50

iteration 100

α 2

β 1

evaporation rate (ρ) 0.5
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Results

I All values in tables are in terms of milliseconds.

I These values include optimization, execution and population
(retrieving data from the ontology) time except for NE.
Values for NE include execution and population time.

I Executing some queries that contain less than 4 triple
patterns takes less time than optimizing it.

I Importance of the proposed method can be seen in situations
where optimized query can be saved and used later for several
times.
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Conclusions

I Proposed approach
I Optimizes SPARQL triple patterns order using ant colony

optimization for better execution
I Does not require any prior knowledge
I Reduces execution time considerably for the majority of the

queries as shown in the experiments.
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Future Work

I Improving heuristics - selectivity estimation and cost
calculation - to optimize all the queries without requiring any
prior graph information.

I Experimenting this method for different benchmark queries
and different ontologies

I Development of different optimization techniques for the
problem

I Integration of local search techniques to ACO and employing
better parameter tuning techniques
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I Dorigo, M. and Stützle, T. Ant Colony Optimization. MIT
Press, Cambridge, MA, 2004.

I Harris, S. and Seaborne, A. SPARQL 1.1 Query Language -
W3C Working Draft 05 Jan. 2012. 2012.
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